Premature Predictions: Accurate Forecasters Are Not Viewed as More Competent for Earlier Predictions
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How does the timing of a prediction influence how a forecaster is perceived? Many people believe that they will be seen as more competent if they make accurate predictions far in advance of an event. However, we find that forecasters are not seen as more competent—and are sometimes seen as less competent—when they make predictions far in advance of an event occurring. Furthermore, we find that this is because observers recognize that events far in the future are less knowable, suggesting that they may attribute accurate but premature forecasts more to luck than to skill. Forecasters would benefit from knowing this when considering making predictions. They are not penalized for waiting until more information is known but may lose credibility if they make a prediction too early.

Public Significance Statement
Forecasting has become increasingly prevalent and increasingly lucrative for successful forecasters. However, there has been little research on how people form judgments of forecasters themselves. This article examines how one component of a forecast, the timing of the forecast, influences a forecaster’s perceived competence. Specifically, we find that, although making earlier predictions is more difficult, forecasters are not perceived as more competent the earlier they make predictions (and may be seen as less competent if they make predictions too early). Our findings suggest that forecasters (whether professional or amateur) may be better off waiting to make predictions until significant information is available to make a truly informed prediction.
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Forecasts play an important role in personal and societal decision making. We regularly listen to forecasters provide predictions about the weather, stock prices, sporting events, political elections, and the trajectory of a pandemic, among other future events. These forecasts are typically made with an audience in mind, and there is good reason to believe that forecasters care about how they and their forecasts are perceived. But what influences perceptions of forecasters?

Prior research investigating social perceptions of forecasters has primarily focused on the content of the prediction itself and how it is delivered. For example, people value forecasters who are accurate and confident (e.g., Price & Stone, 2004; Radzvevick & Moore, 2011; Tenney et al., 2008). However, many more factors may influence observers’ judgments of a forecaster. Importantly, because predictions are necessarily directed at events that occur in the future, different forecasters may make predictions at different points in time prior to the event. For example, a forecaster may make a prediction about who will win next year’s Super Bowl right now or closer to when the game takes place. This raises the question of whether the timing of a forecaster’s prediction affects how they are evaluated. Because less information about the likely outcome is known the farther in advance a prediction is made, an accurate prediction becomes ostensibly more difficult. In this case, it is reasonable to believe that forecasters may benefit reputationally from accurately making earlier (and therefore more difficult) predictions.
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However, some predictions seem to be provided prematurely. To illustrate, consider the ubiquitous example of election predictions. On November 3, 2020, Joe Biden was declared the winner of the United States presidential election. Within days, several news articles and opinion pieces were published speculating on who might win the 2024 presidential race. This was a full 4 years before the next election would take place and 2 years before the first major candidate declared his intention to run (Orr et al., 2022; Peek, 2020; Z. Jones, 2020). Such premature predictions are not limited to political horseraces. Indeed, major publications regularly make predictions before having adequate information in domains such as entertainment (Davis, 2021; McIntyre, 2021), sports (Borzello, 2021), and investing (Bambrough, 2020; Lefton, 2018). Even if these forecasters did not themselves decide to make predictions so early, but were instead asked to do so, understanding how the timing of a prediction affects observers’ judgments of the forecaster can offer important insights into an aspect of forecaster perception that is currently not well understood.

In the current research, we examine the social and reputational consequences of making (accurate) predictions at different points in time before an event takes place. We show that contrary to people’s lay intuitions, forecasters do not receive more credit for making predictions far in advance of an event. We discuss the role of epistemicness (i.e., how knowable an outcome is at the time of the prediction) in this context and show that, when evaluating others’ forecasts, observers recognize that events far in the future are less knowable than events closer in time, and that this mediates the effect of prediction timing on perceived competence. Similarly, for events that are considered knowable far in advance, we do not find any effect of prediction timing on a forecaster’s perceived competence.

**What Do Observers Value in a Forecaster?**

Although predictions may be made in private (such as an individual investor predicting which of two stocks will provide a greater financial return), they are often made to an audience. Expert consultants provide forecasts to their clients, political pundits offer predictions about who will win an upcoming election to the public, and friends debate who will win the Super Bowl in the upcoming season. As such, it is important to understand how observers perceive forecasts and how this may impact their judgments of the forecaster.

A large amount of research has shown that even qualitatively identical forecasts may be perceived differently depending on how they are presented to the audience. For example, the same forecast may be perceived differently depending on whether it is framed as a numerical (e.g., 60% chance) or a verbal probability (e.g., likely; Beyth-Marom, 1982; Dhami & Mandel, 2022; Lichtenstein & Newman, 1967; Windschitl & Wells, 1996), and this has consequences for how people incorporate forecasts into their own judgments (Mislavsky & Gaertig, 2022). Furthermore, simply changing the context in which a forecast is presented is sufficient to change people’s understanding of it (Windschitl & Weber, 1999).

How a forecast is presented also influences observers’ judgments of the forecasters. For example, observers perceive forecasters who use higher rather than lower numbers as more confident and more trustworthy (Bagchi & Ince, 2016). In general, people seem to value confidence in forecasters (e.g., Price & Stone, 2004; Radzevick & Moore, 2011), and forecasters seem to have internalized this, often providing estimates that are too certain (Anderson et al., 2012; Van Zant, 2022).

However, overconfident forecasts are not always well perceived. When feedback is available and observers can judge the accuracy of a forecast, they tend to value calibration more than confidence (Tenney et al., 2008). Overconfidence can also be a liability in inherently uncertain environments, in which observers prefer forecasts that are appropriately uncertain to overly certain forecasts (Gaertig & Simmons, 2018, 2023; Gustafson & Rice, 2019; Howe et al., 2019). This is also consistent with the finding that people prefer judgments that balance both informativeness and accuracy (i.e., having a wide enough range to contain the actual outcome; Yaniv & Foster, 1995).

Taken together, prior work investigating social judgments of forecasters primarily focused on the content of a forecast and how it is presented. In the current research, we examine how the context in which a prediction is made (specifically, when it is predicted) influences perceptions of the forecasters.

**Prediction Timing and the Epistemicness of Future Outcomes**

In our research, we investigate whether prediction timing (i.e., when a prediction is made) influences observers’ judgments of a forecaster’s competence and credibility. While forecasters may not always have control over the timing of a prediction (e.g., they may be asked to make a prediction), the timing of a prediction may have important consequences for how forecasters are evaluated. Making a prediction about the outcome of an event far in advance of that event occurring is ostensibly more difficult, as there is less information available to the forecaster. Because of this, it is possible that observers will view forecasters more favorably for making an accurate prediction far in advance of an event.

At the same time, the outcomes of events in the far future are less knowable. That is, adding more time between a prediction and an event can make an event’s outcome less epistemic (i.e., less knowable in advance) and more aleatory (i.e., more influenced by randomness; Tannenbaum et al., 2017). Observers who intuit this may attribute correct, but premature predictions to luck rather than the forecaster’s ability. This, in turn, could mean that observers will give forecasters less credit for making a correct prediction far in advance of an event. If this is the case, forecasters trying to maximize perceptions of competence would not benefit from making a prediction as early as possible. Instead, they may be better off waiting to make a forecast until more relevant information pertaining to the prediction is available.

**Overview of Studies**

Our research investigates whether accurate forecasters are perceived as more competent the earlier they make their predictions. We find that, despite their intuitions, they are not, and may even be perceived as less competent when they make extremely early predictions.

Across six studies, we asked participants either to predict how they would be judged for having made a (correct) prediction at different points in time (Studies 1a and 1b) or to judge a forecaster who made a prediction (Studies 2–5). In all studies, we used stimulus

---

1 Watts and Rothschild (2017) found that “horserace” stories (i.e., stories that dealt with the state of the campaign and candidates’ likelihoods of winning) accounted for over half the New York Times’ front-page election coverage during the 2016 U.S. Presidential election.

2 Donald Trump launched his campaign on November 15, 2022.
sampling to include different predictions in order to ensure that our effects were not driven by an idiosyncratic feature of any specific prediction (Wells & Windschitl, 1999). As preregistered, our analyses for each study are presented collapsed across stimuli. We provide analyses by individual stimuli in Supplement 2 in the online supplemental materials.

In Studies 1a and 1b, participants report that they expect to receive more credit (Study 1a) and to be perceived as more competent (Study 1b) the farther in advance they make a correct prediction. However, in Studies 2 and 3, participants give forecasters less credit on average for earlier correct predictions, although this is primarily driven by extremely early forecasts. We find that this is due to observers perceiving that events are less knowable far in the future. Importantly, Study 4 shows that this effect also holds for events where the outcome is still uncertain, and Study 5 shows that the effect holds when predictions are prompted by others, rather than volunteered by the expert.

Transparency and Openness

We preregistered all studies. For all studies, we report all data exclusions, all manipulations, and all measures. Sample sizes were determined before data collection. Supplemental materials, including data, analysis code, preregistrations, and survey materials, are available at https://researchbox.org/354.

Studies 1a and 1b—Participants Expect More Credit for Earlier Predictions

Studies 1a and 1b investigate participants’ expectations of how much credit they would receive (i.e., how competent others would think they are) for correct predictions made at different times before the event.

Study 1a—Within-Subjects Expectations

Sample

We recruited 224 participants on Amazon’s Mechanical Turk (MTurk), of which 204 (52.7% male, 46.8% female, 0.0% another option not listed; M_age = 36.7 years) passed an attention check embedded at the beginning of the study. Participants were paid $0.40 to complete the survey.

Design

In this study, we manipulated how far in advance participants imagined having made a prediction within subjects. Specifically, participants imagined having made a correct prediction either 10 years, 5 years, 1 year, or 1 month in advance.

Participants were asked to imagine that they were making a prediction about an unspecified future event. They were provided with examples of such a prediction (e.g., a prediction about who will win a certain election, whether a stock’s price will be above a certain amount, or whether certain countries will go to war) and were told to assume that whatever prediction they made would be correct. We then asked participants to indicate how much credit they thought they would get from others if they made this correct prediction at different times before the event. Specifically, we asked, “How much credit do you think you would get from others (e.g., how smart will others think you are) if you made this prediction (10 years/5 years/1 year/1 month) in advance and it was correct?” (1 = no credit at all; 7 = a lot of credit). All participants answered this question for four different time frames (10 years, 5 years, 1 year, and 1 month in advance), with the time frames presented in descending order (i.e., 10 years first, 1 month last).

Results

We used ordinary least squares (OLS) regression to regress expected credit on how far in advance the prediction was made (in months; e.g., 1 year = 12 months), clustering at the participant level.

Participants expected to receive more credit for a correct prediction the earlier the prediction was made. Specifically, the amount of expected credit increased from 4.47 out of 7 (SD = 1.84) when the prediction was made 1 month in advance to 5.09 (SD = 1.86) when the prediction was made 10 years in advance, b = 0.005, t(201) = 3.06, p = .002.

Because this study used a within-subjects manipulation of prediction timing, we can also measure the proportion of participants who have the expectation that they will receive more credit for earlier predictions (and the proportion who show other patterns).4 Exactly half of the participants (50.0%) expected to receive more credit if they made increasingly early predictions. Slightly more than one quarter of participants (27.7%) expected to receive less credit for earlier predictions, and 10.9% expected the same amount of credit regardless of the prediction timing (compared to increasing expectations: Zs > 4.59, ps < .001). The remaining participants (11.4%) showed no particular pattern.

While Study 1a provides evidence that people generally expect more credit for earlier predictions, the within-subjects design may have created a demand effect where participants felt that they should report expecting more credit for earlier predictions. Additionally, since we did not tell participants to imagine a specific prediction, they may have imagined making a prediction about an outcome that would have been reasonably knowable 10 years in advance. Study 1b addresses these concerns by manipulating prediction timing between subjects and providing participants with specific predictions.

Study 1b—Between-Subjects Expectations

Sample

We recruited 1,311 participants on Prolific, of which 9172 (51.2% female, 47.9% male, 0.8% another option not listed; M_age = 38.4

---

3 Participants were asked to indicate their gender in a multiple-choice question at the end of the survey, where the options were “male,” “female,” “another option not listed,” and “prefer not to say.” They were asked to indicate their age by typing in a number in an open-ended question. Answering these questions was optional, and we did not ask our participants any other demographic questions.

4 This analysis was suggested during a lab meeting and was therefore not preregistered. For this analysis, we defined “more credit” as participants choosing a greater number for 10 years than for 1 month and the same or greater number for 10 years than for 5 years, for 5 years than for 1 year, and so on. We defined “less credit” similarly in the opposite direction.

5 We preregistered that we would collect data from 800 participants. However, an error in the survey caused some participants to not receive the correct Prolific approval link. As a result, more participants were able to complete the survey than we preregistered.
years) passed an attention check that was embedded at the beginning of the study. Participants were paid $0.70 to complete the survey.

**Design**

Participants were assigned to one of 24 conditions in a 6 (domain: politics vs. sports vs. investments vs. Oscars vs. Brexit vs. business) × 4 (prediction timing: 1 month vs. 1 year vs. 5 years vs. 10 years) between-subjects design.

Participants were told to imagine that they made a (correct) prediction in one of six domains:

1. **Politics**—Joe Biden will be elected President of the United States in November 2020.
2. **Sports**—The Tampa Bay Buccaneers will win Super Bowl 55 in February 2021.
3. **Investments**—The price of Bitcoin will be above $30,000 in January 2021.
4. **Oscars**—A non-English language film will win Best Picture at the Academy Awards in 2020.
5. **Brexit**—The United Kingdom will formally withdraw from the European Union in January 2020.
6. **Business**—Jeff Bezos will step down from his role as Amazon CEO in 2021.

Participants then read that they made a prediction either 1 month, 1 year, 5 years, or 10 years before the event actually occurred, which we operationalized by manipulating the month and year that the prediction was made in the scenario text. For example, a prediction about the 2020 Oscars made 5 years in advance (emphasis added; full stimuli for all conditions available at [https://researchbox.org/354](https://researchbox.org/354)):

Imagine that you made a prediction about an event. Specifically, you predicted that a non-English language film would win Best Picture at the Academy Awards in 2020, which was correct.

You made this prediction in February 2015, which was 5 years before it actually happened.

To measure perceived credit, participants then answered four questions (adapted from Gaertig & Simmons, 2018) about how knowledgeable, credible, and competent others would perceive them and how much others would trust them, all on 1 (not at all) to 7 (extremely) scales. For example, participants in the example shown answered the following questions:

1. How knowledgeable would people think you are now if you had made this prediction in February 2015 (5 years in advance)?
2. How credible would people think you are now if you had made this prediction in February 2015 (5 years in advance)?
3. How competent would people think you are now if you had made this prediction in February 2015 (5 years in advance)?
4. How much do you think people would trust you now if you had made this prediction in February 2015 (5 years in advance)?

The bolded parts in the questions above were changed according to the assigned prediction timing condition (i.e., 1 month, 1 year, 5 years, or 10 years). We averaged the four dependent variables to create an index of expected credit ($\alpha = .93$).

**Results**

As preregistered, we collapsed results across the six prediction domains. We used OLS regression to regress expected credit on months, using fixed effects for prediction domain.

As in Study 1a, participants expected more credit for a correct prediction the earlier the prediction was made. The amount of expected credit increased from 4.88 out of 7 ($SD = 1.03$) when the prediction was made 1 month in advance to 5.22 ($SD = 1.41$) when the prediction was made 10 years in advance, $b = 0.002$, $t(903) = 2.71$, $p = .007$ (Figure 1). Although we did not power this study to detect an effect for each domain, this pattern held directionally for four out of the six domains and significantly for three out of the six domains (politics, investments, and Brexit; no domains were significant in the opposite direction, see Supplement S2 in the online supplemental materials).

**Study 2—Forecasters Get Less Credit for Very Early Predictions**

In Studies 1a and 1b, we show that participants themselves expect to receive more credit for their own (accurate) early predictions. But are they correct? We test this question in Study 2 and find that forecasters are not seen as more competent when making earlier predictions and are perceived as less competent when their forecasts are made very far in advance. Additionally, we find that this effect is driven by observers perceiving that events far in the future are less knowable.

**Sample**

We recruited 1,389 participants on Prolific, of which 992 (52.0% male, 46.1% female, 1.0% another option not listed; $M_{age} = 35.5$ years) passed an attention check that was embedded at the beginning of the study. Participants were paid $0.70 to complete the survey.

**Design**

We randomly assigned participants to one of 20 conditions in a 5 (domain: politics vs. sports vs. business vs. Oscars vs. Brexit) × 4 (prediction timing: 1 month vs. 1 year vs. 5 years vs. 10 years) between-subjects design.

All participants in this study judged an expert who made a (correct) prediction about a specific event. Participants were asked to imagine that they were reading an article where an expert had offered that prediction. We manipulated both the prediction domain and how far in advance of the event the prediction was made. The prediction domains were the same as in Study 1b, except without the investments prediction.\(^6\) We manipulated prediction timing by telling participants that the expert’s prediction was made either 1 month, 1 year, 5 years, or 10 years before the event happened. In all conditions, participants were told that the expert’s prediction was correct.

\(^6\) This study was run chronologically before Study 1b. The investments prediction was added to Study 1b to improve stimulus sampling.
For example, participants assigned to the “sports/12 months in advance” condition read the following (emphasis added; full stimuli for all conditions available at https://researchbox.org/354):

Imagine that you are reading an article published in February 2020. An expert is quoted in the article as saying:

“The Tampa Bay Buccaneers will win Super Bowl 55 in February 2021.”

The prediction was correct. The Tampa Bay Buccaneers won Super Bowl 55 on February 7, 2021.

After seeing the prediction and the outcome, participants answered five questions evaluating the competence of the expert, which we combined into a single index of forecaster competence (adapted from Gaertig & Simmons, 2018; see Table 1; $\alpha = .92$).

Additionally, we measured participants’ perceptions of how knowable the event was at the time the prediction was made by asking participants four questions adapted from the Epistemic-Aleatory Rating Scale (EARS; Tannenbaum et al., 2017). The EARS asks participants to indicate whether they perceive an event as being more epistemic (knowable in advance) or aleatory (influenced by chance factors), with higher numbers indicating that participants feel the outcome of the event is more knowable in advance and less influenced by randomness. We selected four items from the EARS and slightly modified their wording to highlight that we are asking participants to rate the epistemicness of the event at the time the prediction was made. For example, one of the items read, “At the time that this prediction was made, this outcome was knowable in advance, given enough information” ($1 = not at all; 7 = very much$). Table 1 presents the full list of items that we used in this study. As per our preregistered analysis, we combined the four items into a single measure of perceived epistemicness ($\alpha = .77$).

We presented the dependent variables and EARS items to participants on separate pages in counterbalanced order (i.e., half of the participants answered the dependent variables [DVs] first and half answered the EARS first).

### Results

**Analysis Plan**

As preregistered, we collapsed both the main dependent variable and epistemicness mediator across prediction domains and used OLS regression to regress each of the measures on how many months in advance the prediction was made, with fixed effects for prediction domain.

**Main Analysis**

Figure 2 shows the main results from Study 2. In contrast to the intuitions of participants in Studies 1a and 1b, Study 2 participants...

<table>
<thead>
<tr>
<th>Measures Used in Studies 2–5</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dependent measure:</strong> Forecaster Evaluation ($\alpha = .92$)</td>
</tr>
<tr>
<td>1. How knowledgeable is this person? ($1 = not at all; 7 = extremely$)</td>
</tr>
<tr>
<td>2. How credible is this person? ($1 = not at all; 7 = extremely$)</td>
</tr>
<tr>
<td>3. How competent is this person? ($1 = not at all; 7 = extremely$)</td>
</tr>
<tr>
<td>4. How much do you trust this person? ($1 = not at all; 7 = extremely$)</td>
</tr>
<tr>
<td>5. Would you seek additional information or advice from this person? ($1 = definitely not; 7 = definitely$)</td>
</tr>
</tbody>
</table>

**Mediator:** Adapted EARS ($\alpha > .71$)

| 1. At the time that this prediction was made, this outcome was something that had an element of randomness. ($1 = not at all; 7 = very much; reverse-coded$) |
| 2. At the time that this prediction was made, this outcome felt like it was determined by chance factors. ($1 = not at all; 7 = very much; reverse-coded$) |
| 3. At the time that this prediction was made, this outcome was knowable in advance, given enough information. ($1 = not at all; 7 = very much$) |
| 4. At the time that this prediction was made, this outcome was something that well-informed people would agree on. ($1 = not at all; 7 = very much$) |

*In Study 4, we did not include the “at the time this prediction was made” qualifier in the EARS questions since the predictions were ostensibly made at the time of the study.*
evaluated forecasters less positively, on average, the earlier the prediction was made. Specifically, participants’ average evaluations decreased from 4.84 out of 7 (SD = 1.08) when the prediction was made 1 month in advance to 4.70 (SD = 1.13) when the prediction was made 10 years in advance, \( b = -0.002, t(981) = -2.11, p = .035 \). We present the results by stimulus in Supplement 2 in the online supplemental materials.

**Mediation Analysis**

Participants gave events lower EARS scores (i.e., rated them as less knowable) the more temporally distant they were from the experts’ predictions. The average EARS score of the event decreased from 4.27 out of 7 (SD = 1.20) when the prediction was made 1 month in advance to 3.21 (SD = 1.28) when it was made 10 years in advance, \( b = -0.009, t(981) = -10.63, p < .001 \). When participants’ responses to the EARS are included as a predictor of participants’ evaluation of the forecaster, EARS mediates the main effect of prediction timing. For this study and all subsequent studies, we conducted any mediation analysis using 5,000 bootstrapped simulations with the PROCESS function (Hayes, 2018; Model 4 unless otherwise noted) from the “brcure” R library (Bao, 2023). Here, the indirect effect of the event’s EARS score excludes zero, 95% confidence interval (CI) [−0.002, −0.001].

While we preregistered that we would test mediation by using the EARS as one combined measure, we can also test whether the epistemicness items (Items 3 and 4, see Table 1) and aleatoriness items (Items 1 and 2, see Table 1) of the EARS have different mediating effects. In this analysis, we find a significant indirect effect of the epistemicness measures, 95% CI [−0.0031, −0.0017] and a significant (but smaller) indirect effect of aleatoriness, [0.0002, 0.0012]. This indicates that the mediating effect of EARS seems to be driven primarily by participants believing that events far into the future are less knowable, rather than more likely to be affected by chance factors. Additionally, in subsequent studies, the indirect effect of epistemicness is consistently significant, but the indirect effect of aleatoriness is only significant in this study, supporting the idea that this is primarily an effect of perceived knowability.

Taken together, the results from Study 2 demonstrate that, contrary to people’s intuitions, observers perceive forecasters who make predictions far in advance of an event as less competent. We furthermore show that this effect is mediated by observers perceiving events far into the future as less knowable. These results are also consistent with two earlier studies that we had run with different stimuli, and that we present in Studies S1 and S2 in Supplement 3 in the online supplemental materials.

**Study 3—Events That Are Knowable Far in Advance**

Study 2 shows that, in contrast to people’s expectations, accurate forecasters are seen as less competent if they make forecasts far in advance. These diminished social perceptions result from observers acknowledging that the accuracy of such premature predictions may have been driven less by knowledge and more by luck.

It is possible that people consider the prediction events that we included in Study 2 to be events for which the relevant information needed to make an accurate prediction can only be known relatively close to the event occurring. For example, Study 2 included a prediction about the Super Bowl. In the months before the Super Bowl, much of the relevant information required to predict the winner has been realized. Schedules are set, and rosters and coaching staffs are generally known. However, accurately predicting the winner of the Super Bowl in 3 years requires a much more complex series of events to go the forecaster’s way. The predicted team may be given an atypically difficult schedule or may have its star player unexpectedly retire or be traded. As a result, successfully predicting events like these may become exponentially more difficult as the relevant timespan between the event and the forecast increases.

On the other hand, some predictions do not suffer from this problem to the same degree. Specifically, this is the case for forecasts for which

---

7 We thank an anonymous reviewer for this suggestion.
short-term fluctuations are less likely to change the overall trend of an outcome. For example, an extremely hot or cold day (or even a large one-time increase in carbon emissions) is unlikely to change long-term global temperature trends. For these types of forecasts, participants should not perceive the epistemicness of the event to increase as dramatically as the timespan of the forecast increases. Therefore, if the perceived epistemicness of an event is indeed driving participants’ evaluations of forecasters, the effect of prediction timing on forecaster evaluation should be reduced or eliminated for such prediction events that are more easily knowable far in advance (subsequently referred to as “long-term” predictions). In Study 3, we test this prediction. We first pretest different events to find out if participants perceive them as knowable far in advance. We then test whether having a prediction be knowable far in advance influences how much credit forecasters receive for an accurate prediction.

Pretest

In Study 3, our key manipulation is whether or not an event is “knowable” far in advance of an event. Since we did not want to rely on our own beliefs about whether events can be knowable far in advance, we conducted a two-stage pretest to develop the prediction stimuli for Study 3. In the first stage of this pretest (i.e., Pretest 1), we asked 175 participants on MTurk to provide us with some examples of predictions that seem “reasonable” to make at different points in time before the event (i.e., 1 day, 1 week, 1 month, 6 months, 1 year, 5 years, or 10 years in advance). From participants’ responses in stage one (see data file on https://researchbox.org/354), we developed three predictions that were consistently considered “short-term” (i.e., predictable less than 1 week in advance) and three predictions that were consistently considered “long-term” (i.e., predictable more than 1 year in advance).

We next presented these stimuli to 109 participants in a separate study (Pretest 2) and asked them to indicate the earliest that they thought someone would have enough information to confidently make each prediction. We asked participants to select their answer from a multiple-choice list of 1 day before, 1 week before, 1 month before, 6 months before, 1 year before, or 5 years before. The purpose of this second stage was to confirm that the stimuli that we derived from the first stage were also considered “short-term” and “long-term” for a new set of participants. A majority of participants in Pretest 2 indicated that the predictions we intended to use as “short-term” predictions would be knowable 1 week or less in advance, while the “long-term” predictions would be knowable 1 year or more in advance. We then used these predictions as stimuli in Study 3, and we describe them below. We present the full details of the methods and results of the two pilot studies in Supplement 1 in the online supplemental materials.

Sample

For Study 3, we recruited 2,061 participants on MTurk, of which 1,740 (53.3% female, 45.7% male, 0.5% another option not listed; $M_{age} = 41.9$ years) passed an attention check that was embedded at the beginning of the study. Participants were paid $0.40 to complete the survey.

Design

The general design of this study was similar to the design of Study 2. Participants were randomly assigned to one of four conditions in a 2 (prediction type: knowable short-term vs. knowable long-term) × 2 (prediction timing: 1 week vs. 1 year) between-subjects design.

Just like in Study 2, participants judged an expert who made a (correct) prediction about a specific event happening in the future. However, in this study, we only included two prediction time frames: we manipulated prediction timing to be either 1 week or 1 year before the event. Importantly, we also manipulated whether or not the outcome predicted was reasonably knowable over the longer, 1 year time frame. Based on the results from our two-stage pilot study, we selected three short-term predictions (i.e., reasonably knowable 1 week in advance) and three long-term predictions (i.e., reasonably knowable a year or more in advance) for this study. The three short-term predictions (i.e., reasonably knowable 1 week in advance) were:

- Temperature—The high temperature in Washington, DC on October 16, 2020 will be between 65 and 70 degrees Fahrenheit.
- Investments—The NASDAQ will close between 11,500 and 12,000 on November 20, 2020.
- Sports—The Denver Broncos will beat the Miami Dolphins on November 22, 2020.

The three long-term predictions (i.e., reasonably knowable a year or more in advance) were:

- Temperature—The Earth’s average temperature will be between 60 and 62 degrees Fahrenheit in 2019.
- Economics—The median household income in the United States (not adjusted for inflation) will pass $60,000 in 2018.
- Population—The population of Bangkok, Thailand will grow to over 10 million people in 2018.

Participants in all conditions learned that the prediction was correct and answered the same five items about the expert’s perceived competence ($\alpha = .94$). They also answered the same four EARS items ($\alpha = .82$) that we used in Study 2. The dependent measure and EARS were presented in counterbalanced order.

At the end of the study, we included a manipulation check question by asking participants to answer the following question about the prediction timing: “In the scenario that you read on the previous page, how long before the event occurred did the expert make their prediction?” (answer choices: 1 week before vs. 1 year before). We preregistered that our analysis would only include participants who answered this question correctly. However, a substantial proportion of participants in the condition in which we presented them with a long-term prediction and told them the forecaster made the prediction on a date that was 1 week in advance answered the manipulation check question incorrectly (84.8%). Considering our stimuli again, we realized that the wording of this manipulation check question may not have been as clear for this condition (long-term prediction, 1 week in advance) compared to the other conditions. This is because, in contrast to the short-term predictions, the three long-term predictions did not specify the exact date at which the event occurred, but instead simply mentioned the year (e.g., “The Earth’s average temperature will be between 60 and 62 degrees Fahrenheit in 2019”). At the same time, the date that we gave to participants in the 1-week-in-advance condition was always set to the end of the prior year (e.g., December 24, 2018). Hence, when deciding how to answer the question of whether
the prediction was made 1 week or 1 year in advance, participants may have felt ambiguity over the exact time at which the event in this condition actually occurred (i.e., whether they believe they should count the event as happening on the first day of the year or the last day of the year) and may have decided to go with the year difference (2018 vs. 2019) rather than the exact date, leading them to choose 1 year as the right answer.\footnote{We should note that, although there may be ambiguity about when participants would consider the event itself as having occurred, there should not be any ambiguity about when the forecast was made, as we included the exact date of the prediction in our stimuli. The forecasts in the “1 year” condition are all objectively one year (or more precisely, 51 weeks) before the exact date of the prediction in our stimuli. The forecasts in the “1 week” condition are all objectively one week before the exact date of the prediction in our stimuli.}

With this in mind and to provide the most conservative estimate of our effect, for our main analysis below, we present the results for all participants without excluding participants with incorrect manipulation check responses. However, our predicted effects are substantially larger when including only those who answered the manipulation check question correctly (see Supplement 2 in the online supplemental materials).

**Results**

**Analysis Plan**

As preregistered, we collapsed the three short-term events and three long-term events for our analysis. We used OLS regression to regress the respective measure (forecaster evaluation or EARS) on (a) whether the prediction was reasonably knowable in the short term or in the long term, (b) prediction timing (1 week vs. 1 year), and (c) the interaction of the two. The analysis included fixed effects for prediction domain.

**Main Analysis**

Participants in the reasonable short-term predictions condition rated forecasters less positively if they made predictions 1 year in advance \((M = 4.92, SD = 1.20)\) compared to 1 week in advance \((M = 5.13, SD = 1.10)\), \(b = −0.207, t(835) = −2.71, p = .007\). This is in line with our previous results. However, when presented with reasonable long-term predictions, participants rated forecasters approximately equally if they made predictions 1 year in advance \((M = 5.35, SD = .99)\) compared to 1 week in advance \((M = 5.32, SD = 1.00)\), \(b = 0.034, t(837) = .50, p = .619\). The interaction between event type and prediction timing was significant, \(b = −0.241, t(1,672) = −2.36, p = .019\). That is, consistent with the idea that observers would consider how epistemic an event is in the long term, forecasters making predictions far in advance of an event seem to only face reputational consequences when predicting events that are not reasonably knowable at the time. They do not face the same negative judgment when predicting events that are considered more epistemic even in the long term. That is, forecasters seem to only face reputational consequences when they predict prematurely.

**Mediation Analysis**

In line with our predictions, participants in this study also felt that reasonable short-term prediction events were more knowable 1 week in advance \((M = 4.08, SD = 1.16)\) compared to 1 year in advance \((M = 3.76, SD = 1.35)\), \(b = −0.322, t(830) = −3.99, p < .001\). However, for the reasonable long-term prediction events, there was no difference in the perceived epistemicness of these events being predicted 1 week \((M = 4.90, SD = 1.13)\) versus 1 year \((M = 4.94, SD = 1.07)\) in advance, \(b = 0.041, t(835) = .55, p = .584\). The interaction between event type and prediction timing on EARS was significant, \(b = −0.363, t(1,665) = −3.29, p = .001\). When we include the EARS in a mediated moderation model (PROCESS Model 8), there is a significant indirect effect of the EARS score on short-term events, 95% CI \([-0.110, −0.032]\), but not on long-term events, \([-0.022, 0.040]\). With both components of the EARS as separate mediators, we find a conditional indirect effect of epistemicness on short-term, 95% CI \([-0.124, −0.040]\), but not on long-term events, \([-0.027, 0.040]\), and no significant indirect effect of aleatoriness on either type of event, long-term: \([-0.004, 0.008]\), short-term: \([-0.019, 0.006]\). In line with what we found in Study 2, this again suggests that the mediating effect of EARS seems to be driven primarily by participants believing that events far into the future are less knowable, rather than more likely to be affected by chance factors.

**Study 4—Future Events**

In Studies 2 and 3, we tested judgments of forecasters whose accuracy is known, as the outcome of the event has already been realized. However, at the time a prediction is made neither forecasters nor observers know whether a future prediction will turn out to be correct. If observers recognize how epistemic a far future event is, even if the event has not yet occurred, they may discount forecasters’ predictions even without knowing what the outcome will be. In Study 4, we test if participants’ intuitions about the extent to which an event is influenced by chance factors also influences judgments of forecasters at the time of the prediction itself (i.e., for outcomes that have not yet occurred).

**Sample**

We recruited 1,283 participants on MTurk, of which 1,054 (53.9% female, 45.0% male, 0.7% another option not listed; \(M_{\text{age}} = 41.2\) years) passed an attention check that was embedded at the beginning of the study. Participants were paid $0.40 to complete the survey.

**Design**

Participants were randomly assigned to one of six conditions in a 3 \((\text{domain: politics vs. sports vs. entertainment}) \times 2 \,(\text{event timing: this year vs. next year})\) between-subjects design. Participants were told to imagine reading an article published on the day they completed the survey (January 4, 2021) where an expert made a prediction about a future event. The event was either scheduled to take place in the current year (within the next month) or the following year and was in one of three domains (politics, sports, and entertainment). The events were:

- **Politics**—Raphael Warnock will win the Georgia Senate election on [January 5, 2021/ November 8, 2022].
- **Sports**—The Kansas City Chiefs will win Super Bowl [55/56] on [February 7, 2021/February 6, 2022].
- **Music**—Dua Lipa will win the Grammy for Record of the Year in [2021/2022].
Participants then answered the five dependent variables \((\alpha = .93)\) and four EARS items \((\alpha = .71)\) used in Study 2, presented in counterbalanced order. They also answered a manipulation check question that asked if the events described in the scenario took place in 2021 or 2022. We preregistered that we would only include participants who answered this correctly (87.2% of participants), although our results hold when all participants are included (see Supplement 2 in the online supplemental materials).

**Results**

**Analysis Plan**

As preregistered, we excluded those participants who failed to answer the manipulation check correctly and collapsed across prediction domains for our analysis. We used OLS regression to regress the respective measure (forecaster evaluation or EARS) on event timing, including fixed effects for domain.

**Main Analysis**

Even though the events had not yet occurred and there was no information about the accuracy of the predictions, participants still rated those who made predictions about events a year in the future as less competent \((M = 3.23, SD = 1.31)\) than those who made predictions about events taking place within the next month \((M = 3.81, SD = 1.25), b = 0.579, r(885) = 6.71, p < .001.\)

**Mediation Analysis**

As in prior studies, participants also felt that events occurring a year later were less knowable \((M = 3.10, SD = 1.21)\) than events occurring within the next month \((M = 3.56, SD = 1.24), b = 0.436, r(885) = 5.46, p < .001.\) This difference partially mediates our main effect, 95% CI \([0.131, 0.296]\). These results hold directionally and significantly across all three prediction domains and when including those participants who did not pass the manipulation check (see Supplement 2 in the online supplemental materials).

Using both components of the EARS as separate mediators in an exploratory analysis, we find a significant indirect effect of epistemicness, 95% CI \([0.161, 0.376]\) and no significant indirect effect of aleatoriness, \([-0.036, 0.008]\).

**Study 5—Prompted Predictions**

In the studies presented so far, all of the forecasters in our stimuli provided an unprompted prediction. That is, they made their prediction without being asked to do so. However, oftentimes forecasters may provide a prediction in reaction to being asked by someone or when a newspaper outlet or website wants to release forecasts. Hence, in this study, we test whether our effect holds when a forecaster is being asked to make a prediction about an issue of public interest (e.g., upcoming Senate elections).

**Sample**

We recruited 1,598 participants on Prolific (51.3% male, 47.2% female, 1.1% another option not listed; \(M_{\text{age}} = 29.9\) years). Participants were paid $0.60 to complete the survey.

**Design**

The general setup of this study was similar to that of Study 2. As in Study 2, we used different prediction stimuli and different prediction time frames. Participants were randomly assigned to one of sixteen conditions in a 4 (domain: politics vs. sports vs. investments vs. economics) × 4 (prediction timing: 1 month vs. 1 year vs. 5 years vs. 10 years) between-subjects design.

Participants read a scenario where they were told to imagine reading an article in which an expert made a prediction. In this study, however, they read that the expert was being interviewed and was specifically asked to make a prediction about an event (the 2022 Florida U.S. Senate election, the winner of Super Bowl LVII, the price of bitcoin at the end of February 2023, and the January 2023 U.S. unemployment rate), rather than volunteering an unprompted opinion. Participants were told that the article was written either 1 month, 1 year, 5 years, or 10 years before the event actually happened.

The expert’s predictions were:

**Politics**—Marco Rubio will be elected the US Senator from Florida in the November 2022 elections.

**Sports**—The Kansas City Chiefs will win Super Bowl LVII at the end of the 2022 NFL season.

**Investments**—The price of Bitcoin will be above $20,000 at the end of February 2023.

**Economics**—The US unemployment rate will be below 5% in January 2023.

Participants were told that the prediction was correct and were asked to evaluate the expert using the five dependent variables \((\alpha = .92)\) and four EARS measures \((\alpha = .72)\) used in Studies 2–4.

**Results**

**Analysis Plan**

As preregistered, we collapsed results across the four prediction domains. We used OLS regression to regress the respective measure (forecaster evaluation or EARS) on the number of months in advance the prediction was made (1 vs. 12 vs. 60 vs. 120). The analysis included fixed effects for prediction domain.

**Main Analysis**

Consistent with the results from our prior studies, there was a negative relationship between prediction timing and forecaster evaluation, \(b = -0.001, r(1,593) = -2.12, p = .035.\) In this study, participants’ average evaluations remained relatively consistent from 1 month to 5 years in advance (1 month: \(M = 5.04, SD = 1.07\)), 1 year: \(M = 5.08, SD = 1.10, 5\) years: \(M = 5.02, SD = 1.09\)), and forecasters who made their prediction 10 years in advance were rated the least favorably \((M = 4.91, SD = 1.19)\). We present the results by stimulus in Supplement 2 in the online supplemental materials.

**Mediation Analysis**

Participants also rated events to be less epistemic the farther in advance the expert made the prediction. The average EARS score of the event decreased from 4.31 out of 7 \((SD = 1.09)\) when the
prediction was made 1 month in advance to 3.50 (SD = 1.16) when the prediction was made 10 years in advance, b = –0.006, \( t(1.593) = −11.04, p < .001 \). As in prior studies, there is a significant indirect effect of EARS score on evaluations of forecasters, 95% CI [−0.002, −0.001]. We again consider epistemicness and aleatoriness as separate mediators in an exploratory analysis and find that the indirect effect of epistemicness is significant, 95% CI [−0.0027, −0.0016], while the indirect effect of aleatoriness is not, [−0.0002, 0.0003]. This suggests that the perceived knowability is the primary driver of the mediation effect of the EARS.

Taken together, Study 5 shows that our results hold in a scenario where a prediction is explicitly elicited from a forecaster rather than volunteered.

**General Discussion**

We find that accurate forecasters are not perceived as more competent when they make earlier predictions, and may even be viewed as less competent when they make predictions too early. This is because observers recognize that events far in the future are less knowable.

Consistent with other actor–observer asymmetries (e.g., Critcher et al., 2020; Donnelly et al., 2022; E. E. Jones & Nisbett, 1987), our findings reveal a discrepancy between forecasters’ intuitions of how others perceive them and observers’ actual perceptions of forecasters. While forecasters may believe that their predictions are based on useful and diagnostic knowledge, observers have less insight into a forecaster’s knowledge, process, and motivation, and may rely on situational cues to inform their judgments. Our findings suggest that, if possible, forecasters would benefit from delaying their predictions as long as possible. This would allow them to gather more information about the likely outcome without incurring any negative effects on their perceived competence from waiting.

**Is There an “Optimal” Prediction Timing?**

Across our studies, we find a consistent negative effect of prediction timing on forecaster evaluations. That is, on average, observers rate forecasters as less competent the earlier they make their predictions. However, it is worth noting that this effect is not necessarily linear. For example, our studies revealed that extremely early forecasts (e.g., years in advance) consistently lower perceptions of competence, but slightly earlier forecasts (e.g., weeks or months in advance) often do not and sometimes directionally increase perceptions of competence. In Study 3, we also found that the perceived knowability of an event moderates the effect of prediction timing on perceived competence. Given this, there may be an “optimal” time to make a prediction where an event is sufficiently knowable but the forecaster still gets extra credit for making an earlier (and therefore, more difficult) prediction. With that said, in our studies, we found no instances where forecasters were seen as significantly more competent for making earlier predictions. Future research may be able to calibrate the precise magnitude of these effects across contexts.

**Predictions in Enriched Contexts**

In all of the studies presented in the main manuscript, we test a very specific type of prediction. Specifically, we test single, accurate predictions from one forecaster. We do this primarily because this is the simplest and most direct test of our hypotheses. However, we should note that our studies may lack the contextual richness in which predictions are often made. For example, forecasters may make multiple predictions about an event over time or may have a prior history of forecasting different (but similar) events. They may also make predictions alongside other forecasters, offering a useful reference point for how difficult the prediction actually was (Hsee, 1996).

We conducted an initial examination of how contextual aspects may affect judgments of forecasters in Study S3 in Supplement 3 in the online supplemental materials. In this study, we showed participants predictions made by three experts about the 2022 National Football League (NFL) Draft. Each of the three experts provided five predictions, namely which five players they predicted would be the first five selections of the 2022 NFL Draft. The experts made these predictions either 1 week, 6 months, 1 year, or 4 years before the draft occurred. In addition to manipulating the prediction timing, we also manipulated within subjects how many predictions each of the three experts got correct. Participants saw that one expert got all five selections correct, one expert got three out of five correct, and one expert did not get any correct. The results showed that the expert who got all five predictions correct was perceived as equally competent regardless of when they made their prediction. It is possible, however, that this was caused by a ceiling effect due to the comparison to the two less accurate forecasters. In fact, the expert who got all five predictions correct was consistently rated at the very high end of the competence scale, regardless of their prediction timing (between 6.16 and 6.22 out of 7). In contrast, the forecasters who got only three out of five predictions or no prediction correct were perceived as either directionally or significantly less competent the closer to the event they made their prediction. This finding is broadly consistent with the results from a second supplemental study (Study S4 in Supplement 3 in the online supplemental materials) that we conducted where we tested the effect of prediction timing for incorrect predictions. Using similar stimuli as in Studies 2–4, we found that forecasters are generally judged more negatively the closer to the event they make an incorrect prediction, although the effect size varies across stimuli (see Supplement 3 in the online supplemental materials).

Taken together, the results from our supplementary studies suggest that both enriching the prediction context and studying the social consequences of incorrect predictions are potentially rich topics for further exploration. In investigating these topics, researchers would need to keep in mind that incorrect predictions can likely not be treated as one construct, as there are different levels of incorrect predictions, including near misses (where the forecaster was almost correct), bad misses (where the forecaster was very far off), and everything in between. Considering the possible moderating impact of a variety of contextual differences, our results should be viewed as an initial exploration of the effect of prediction timing on forecaster evaluations, rather than the final word.

---

9 There were typos in two conditions in this study, where the wrong year was listed in the stimuli. However, the description of the prediction timing (e.g., “6 months before the draft”) was correct. The results described are significant when including all data and directionally consistent, but not significant, when excluding the two conditions with the errors. See Supplement 3 in the online supplemental materials for all results and analyses.
Other Causes and Effects of Changing Prediction Timing

In our studies, we do not explicitly examine why forecasters make a prediction. We simply tell participants that a prediction was made at a specific time. As a result, we cannot make a normative statement about when forecasters should make predictions. While forecasters who wish to increase their perceived competence may benefit from waiting to make their predictions (since it does not hurt them and they will be able to get more information about the event), there are other reasons why a forecaster may wish to make an earlier prediction. For example, a forecaster may announce a prediction early in order to influence the outcome of an event itself. In the context of a political election, for example, predicting a specific candidate to win might raise enthusiasm for or bring attention to this candidate, possibly increasing their chances of winning. In addition, for many people, speculating may simply be fun and often low cost, possibly resulting in a positive utility of making predictions per se. Similarly, people may enjoy knowing others’ predictions, possibly providing pundits with a financial incentive to make premature predictions.

In addition, in our studies, we focus on how changing prediction timing changes perceptions of an event’s epistemicness (and how this subsequently affects judgments of competence). However, changing prediction timing could also impact other aspects relevant to judgments of forecasters. For example, by making a premature prediction, forecasters could be seen as violating norms around prediction timing, causing their prediction to be seen as unusual or arrogant. This in turn could lower perceptions of the forecaster’s competence or cause participants to rate the forecaster more negatively overall (Gal & Rucker, 2011; Kahneman & Frederick, 2002). In Study S5 in Supplement 3 in the online supplemental materials, we test this possibility. We find that participants directionally, but not significantly, perceive predicting events in the far future to be more of a norm violation (p = .132), and perceptions of norm violations also did not mediate the effect of prediction timing on perceptions of competence (i.e., the indirect effect of norm violations included zero; 95% CI [−0.024, 0.200]). Thus, norm violations are unlikely to be the main driver of our effect, although they may still play a minor role. Additionally, forecasts made at different times prior to an event could also imply that different amounts of effort were put into making the prediction. Perhaps such differences could improve (or lower) evaluations of forecasters along dimensions other than competence specifically.

Other Influences of Perceived Epistemicness

We began work on this project with a focus on studying how changing prediction timing changes judgments of forecasters, with perceived epistemicness as a potential mediator. However, as our studies developed, it became clear that perceived epistemicness had a large and consistent effect on judgments of competence, even beyond that of prediction timing. This makes interpreting our mediation results somewhat difficult, considering that the effect of prediction timing is quite small but the effect of epistemicness is quite large. It is likely that there are other attributes of a prediction that may change its perceived epistemicness. For example, the specificity of a prediction (e.g., whether a forecaster simply predicts the winner of a baseball game or its exact score; Kelly & Simmons, 2016) or the number of potential outcomes (Windschitl & Wells, 1998) might make the outcome of an event seem more or less knowable. Forecasters may also benefit from communicating uncertainty in their predictions (Gaertig & Simmons, 2018, 2023), which could better match the content of a prediction to participants’ beliefs about how knowable the event is. We believe that there is a great opportunity for more study into these potential attributes and how they influence both perceived epistemicness and judgments of forecasters.

Constraints on Generality

Our studies were conducted using online participants (i.e., from MTurk and Prolific) based in the United States. We chose these samples because they offered us the best way to achieve the sample size necessary to study our effects. Additionally, online samples give us access to a more diverse sample than a U.S. university’s behavioral lab or other in-person data collection would. Although online samples are more representative than U.S.-based college samples, they of course may not capture the psychology of those from a diverse range of countries or cultures. We hope that researchers with access to different populations or novel datasets will test our hypotheses in different settings.

Conclusion

In our research, we find that in contrast to people’s lay intuitions, forecasters are not perceived as more competent—and are sometimes seen as less competent—the further in advance they make a correct prediction. Observers recognize that events far in the future are less knowable. Forecasters who care about how others evaluate them should take this into account and avoid making premature predictions.

Context

Inspired by how often forecasters claim credit for accurate predictions, we were interested to study two consequences of these claims. First, we wanted to know whether forecasters are correct in believing that highlighting such correct predictions is beneficial to their reputation. Second, our prior research investigating the role of epistemicness in predictions (i.e., the extent to which an outcome is knowable in advance) suggested that people do perceive differences in epistemicness across different situations. As such, we set out to examine if observers correctly intuited the role of knowledge and chance in making correct predictions at different points in time and considered this when evaluating the forecasters’ skill or expertise. Indeed, we find that the timing of a (correct) forecast affects both the perceived epistemicness of an outcome and the perceived competence of the forecaster. Contrary to their intuitions, forecasters are perceived to be less competent by others when they make predictions far in advance of an event. This is because observers acknowledge that the outcome of an event far in the future is more influenced by chance factors than one that is more immediate. Our findings show that forecasters should consider the reputational consequences of making a premature prediction.
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